

Coding Style: Use consistent indentation. Use standard Java naming conventions for variableAndMethodNames, ClassNames, CONSTANT_NAMES.  Include a reasonable amount of comments.


Background Information

Have you ever wondered how websites like Google Maps can give you directions from point A to point B? One solution involves the use of graph theory and a well-known procedure known as Dijkstra’s algorithm.

First, some basics!  As you may have learned from your math classes, a graph is just a collection of vertices (also known as nodes) that may be connected by edges. In a weighted graph, these edges are associated with numerical values.  Think of the vertices as representing particular locations, and the edges as representing the distance (or more generally, “cost” of traveling) between two vertices.

Here’s an example of what a graph might look like (not drawn to scale):

 (
A
0.5
0.7
B
C
0.5
1.2
1.5
E
2.5
0.5
D
4.5
F
)

This graph contains six vertices (labeled A-F) and eight edges. As you can see, there are multiple ways to get from any vertex to any other vertex. For example, to get from A to E, you could take the direct path A-E (at a cost of 1.5) or take the path A-B-C-E (at a cost of 0.5 + 0.7 + 0.5 = 1.7).
Dijkstra’s algorithm, developed in 1959 by the Dutch computer scientist of the same name, gives a way of computing the “shortest” (lowest-cost) path between any two vertices of a graph. Here’s how the algorithm works. Given a graph and a starting vertex:

1. Assign each vertex a “distance” value. This value will represent the optimal distance between that vertex and the starting vertex.  To begin with, assign the starting vertex a distance of 0 and all other vertices a distance of ∞.
2. Mark all vertices as “unvisited.”
3. From the entire graph, pick the unvisited vertex with the lowest distance value. Note that the first time you do this, it’ll always be the starting vertex.  Call this the “current” vertex, V.
4. Consider each of V’s unvisited neighbors (i.e., vertices that are directly accessible from V). For each of these neighbors N, compute N’s “tentative” distance by adding V’s distance to the weight of the edge connecting V and
N. If this tentative distance is less than N’s existing distance, overwrite N’s distance with the new one. When an overwrite is performed, also record vertex V as the “previous” vertex of vertex N.
5. Once you’ve checked all of V’s unvisited neighbors, mark V as visited. V is now “done” and will not be involved in the algorithm any more.
6. Check if all vertices in the graph have been visited.  If so, the algorithm is finished.  If not, return to step 3.

Once the algorithm is finished, the final distance values for each vertex represent the minimum cost required to get from the starting vertex to that vertex. The shortest path itself can be found by going to the end vertex, going to its “previous” vertex, going to that previous vertex’s own “previous” vertex, and so on until you reach the starting vertex.

Aside from its obvious applications for finding routes on maps, Dijkstra’s algorithm is used in a number of network routing protocols (algorithms that determine the optimal paths to send data packets over a network).

Here’s a partial example of how Dijkstra’s algorithm would work to compute the lowest-cost path between vertex A and any other vertex in the graph above.

1. Start by assigning all vertices a distance value of ∞, except A itself. Vertex A gets a distance value of 0, since it’s the starting vertex.  Also mark all vertices as unvisited.

 (
Distance: 0
Visited: no
Distance: ∞
Visited: no
Distance: ∞
Visited: no
A
0.5
0.7
B
C
0.5
1.2
1.5
2.5
Distance: ∞
Visited: no
E
0.5
Distance: ∞
Visited: no
D
4.5
F
Distance: ∞
Visited: no
)


2. Pick the lowest-distance unvisited vertex from the entire graph. In this case, that’s vertex A. For each of A’s unvisited neighbors (B, D, and E), compute their tentative distances and replace the existing distances if necessary:

a. For B, its tentative distance is 0 + 0.5 = 0.5. Because 0.5 < ∞, replace B’s distance with 0.5. Also note B’s “previous” vertex as A.
b. For D, its tentative distance is 0 + 1.2 = 1.2. Because 1.2 < ∞, replace D’s distance with 1.2. Also note D’s “previous” vertex as A.
c. For E, its tentative distance is 0 + 1.5 = 1.5. Because 1.5 < ∞, replace E’s distance with 1.5. Also note E’s “previous” vertex as A.
Once all of A’s neighbors are considered, mark A as visited.
 (
Distance:
 
0
Visited:
 
yes
A
0.5
Distance:
 
0.5
Visited: no
Previous: A
B
Distance: ∞
Visited: no
0.7
C
0.5
1.2
1.5
E
2.5
Distance: 
1.2
Visited: no
Previous: A
D
Distance: 
1.5
Visited: no 
Previous: A
 
4.5
0.5
F
Distance: ∞
Visited: no
)


3. Again, pick the lowest-distance unvisited vertex from the entire graph. In this case, that’s vertex B. B has only one unvisited neighbor, vertex C. C’s tentative distance is 0.5 + 0.7 = 1.2. Because 1.2 < ∞, replace C’s distance with 1.2.  Also note C’s “previous” vertex as B.  Mark B as visited.
 (
Distance:
 
0
Visited:
 
yes
A
0.5
Distance: 0.5
Visited: 
yes
Previous: A
B
0.7
Distance: 
1.2
Visited: no
Previous: B
C
0.5
1.2
1.5
Distance: 1.2
Visited: no Previous: A
D
Distance: 1.5
Visited: no Previous: A 4.5
E
2.5
0.5
F
Distance: ∞
Visited: no
)

4. Again, pick the lowest-distance unvisited vertex from the entire graph. In this case, both vertices C and D have distances of 1.2 and are unvisited, so pick either one. Let’s pick C for this example. For each of C’s unvisited neighbors (E and F), compute their tentative distances and replace the existing distances if necessary:

a. For E, its tentative distance is 1.2 + 0.5 = 1.7. Because this is not less than E’s existing distance of 1.5, do nothing.
b. For F, its tentative distance is 1.2 + 2.5 = 3.7. Because 3.7 < ∞, replace F’s distance with 3.7. Also note F’s “previous” vertex as C.
Once all of C’s neighbors are considered, mark C as visited.
 (
Distance:
 
0
Visited:
 
yes
A
0.5
Distance: 0.5
Visited: 
yes
 Previous: A
B
0.7
Distance: 1.2
Visited: 
yes
Previous: B
C
0.5
1.2
1.5
2.5
Distance: 1.5
Visited: no Previous: A 4.5
E
0.5
Distance: 1.2
Visited: no Previous: A
D
F
Distance: 
3.7
Visited: no
Previous: C
)

5. Keep repeating this process until all vertices are marked as visited. Even at this not-yet-complete point, you can stop and get the lowest-cost path from A to any vertex already marked as visited. For example, the lowest-cost path from A to C has a cost of 1.2 and is found by going from A-B-C. Note that you can construct this path by starting at the end vertex (C) and following its “previous” record to B, then following B’s “previous” record to A.


The Assignment

Write a program that allows the user to read graph information from a text file that s/he specifies. Once the file is loaded, the user should be able to view all the vertices and edges (including weights) of the graph.  (No need to do this graphically
· although you’re welcome to do so if you want!) The user should also be able to select any two vertices from the graph and see the cost of the optimal path between them, as well as the optimal path itself.

Assume that the data file just lists the edges in the graph and their weights. For the example graph discussed previously, the file would look like this:

	A
	B
	0.5

	A
	E
	1.5

	A
	D
	1.2

	B
	A
	0.5

	B
	C
	0.7

	C
	B
	0.7

	C
	E
	0.5

	C
	F
	2.5

	D
	A
	1.2

	D
	F
	4.5

	E
	A
	1.5

	E
	C
	0.5

	E
	F
	0.5

	F
	C
	2.5

	F
	D
	4.5

	F
	E
	0.5



Note that each graph does not necessarily have a unique file representation.  The edges could be listed in any order.

Use the following class design for the project:

· Vertex class: This should include an instance variable for the vertex’s name, as well as instance variables for the various quantities needed in Dijkstra’s algorithm (distance, visited status, and previous vertex). You can assume that all vertices in the graph will have unique names.
· [bookmark: _GoBack]Edge class: This should include instance variables for the start and end vertices, as well as the edge’s weight.
· Graph class: This should include a list of Vertex objects and a list of Edge objects as instance variables. You can use java.util.ArrayList or java.util.LinkedList for these lists. This class should also include the following methods:
· A method that loads information from a data file
· A method that runs Dijkstra’s algorithm using a specified start and end vertex
· A toString method that includes information about the graph’s vertices and edges
· MappingApp class: This is the client program where all user input will be made. It should contain an instance of Graph and allow the user to load a data file, view the currently loaded graph, or find the shortest path between two vertices in the currently loaded graph. As mentioned before, display both the optimal cost as well as the path itself.

Implement error checking on all user inputs! This includes exception handling: possible crashes due to exceptions like InputMismatchException or FileNotFoundException should be gracefully handled. Your program should never crash due to user input.  (However, you can assume that the input file is formatted correctly and contains no duplicate edges.)

Some helpful tips:

· You can use the constant Double.POSITIVE_INFINITY for the value of ∞.
· The static method Double.parseDouble(String s) is useful to read a string as a double value. The method returns the double value that was read. For example, calling Double.parseDouble(“3.14”) returns the double value 3.14.
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